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Abstract—This paper proposes a unified approach to contin- (i.e., the unstable) contingencies, while, in addition, they would
gency filtering, ranking and assessment in power system transient spend considerable amount of CPU time to identify the stable,
stability studies. The approach consists of two-block techniques i.e., the “uninteresting” ones.

in which the first block selects from a list of contingencies the Direct or hvbrid direct-ti d . thod intrinsicall
a priori “interesting” ones, that the second block ranks and irector hybnid direct-ime-aomain methods are intrinsically

assesses. This Filtering, Ranking and Assessment (FILTRA) better suited for such tasks. This paper relies on the hybrid
approach relies on SIME (for Single Machine Equivalent). SIME method called SIME (for Single Machine Equivalent) to devise
is a hybrid dléecﬁ-tmﬁtdomsw Sté}b't'!ty mdethoc! Wh'C*:hC%mbln.?ﬁ a technique which, besides filtering and ranking contingencies,
accuracy and flexibility skills of time-domain methods wi o ; ; ;

sound additional possibilities of direct methods. The FILTRA as;esseslltht?[hlngr&sEtmg tﬁn(ejsdm aver;i_lnfordmatlv_e way.
approach is fully general: it may adapt itself to the specifics of asically, the me _0 rlves a |me-. omalrl program
any power system (mode"ng, protec’[ion Characteristicsy etc_)l n Ol’del’ to transform the trajeCtorIeS Of a multl—maChIne SyStem
any contingency scenario and mode of (in)stability (first- or intothe trajectory of a One-Machine Infinite Bus (OMIB) equiv-
multi-swing, local or inter-area mode) and any application alent! A detailed description of SIME may be found in earlier
context (planning, operation planning and real-time operation). publications (e.g., see [1], [2]), whereas Appendix A glances

The approach is illustrated on two EHV power systems, having t it tials. Let | fi ¢ i A i
different structures, control and protective devices. The adequacy at Its essentials. Let us only mention at once two noteworthy

of its filtering and ranking capabilities is illustrated in terms of = Properties. i) By refreshing the OMIB parameters at each step
performance criteria such as reliability (ability to consistently of the time-domain program that it drives, SIME achieves an
capture all dangerous contingencies), effectiveness (ability to avoid as accurate stability assessment as this program. i) SIME does
false alarms) and computational efficiency (ability to comply with 4 intend to replace this program but, rather, to complement it
real-time requirements). Further, the assessment task is shown to ith Iif inf fi ided by th binati f1h
provide the operator with sound information and effective means with muitiform information prQVI_ e - y the _Com lnq lon o - _e
of control. OMIB and the equal-area criterion; in particular, with stability

Index Terms—Contingency filtering and ranking, dynamic secu- margins and critical machines, which are the core of the pro-

rity assessment, power system transient stability assessment andP0S€d approach.
control, SIME method. This “filtering-ranking-assessment” (FILTRA) approach

consists of two successive blocks: one for filtering and one
for ranking and assessing contingencies. As will appear in the
following sections, this structure yields a unified approach in
N TRANSIENT stability studies, contingency filtering andmany respects: i) the same transient stability package is used
ranking are important but challenging tasks. This holds filter, rank and assess contingencies; ii) the information
true for all application contexts, and especially for real-timebtained in the first block is also used in the second block;
operation. i) the information obtained in the second block is used in
Time-domain methods can hardly tackle such tasks for wararious ways for ranking contingencies, assessing them and
of adequate stability margins. They can certainly compute sfarally stabilizing them. Another interesting feature is the
bility limits (critical clearing times or power limits); but they great flexibility in the design of the two blocks. In particular,
would require prohibitive computing times to handle a list othe filtering block may comprise more than one sub-block,
say, some tens of contingencies. These methods could also dles#ig increasing modeling sophistication so as to discard at the
sify contingencies into “stable” and “unstable” with respect to @arly stages the most stable contingencies (see Appendix B).
given clearing time, but in a rather crude and inefficient way; in¢et another asset of the approach is its ability to capture all
deed, in this case, they would be unable to rank the “interestingéingerous contingencies, and to avoid false alarms to a great
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BLOCK 1:Contingency Filtering

BLOCK 2:Ranking and Assessment
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Fig. 1. Principle of the proposed FILTRA technique.
that ranks correctly the “interesting” ones, and finally that as- (Harmless (Poteatially Dangerons
sesses these latter in a way meaningful to the system operat contingency) contingency)
Further, it is shown that these various tasks are achieved withi Disobrded a3 = Ccrlm
computing times compatible with on-line requirements. Finally, 4 ’
control issues are addressed, based on information provided | URK)
the FILTRA approach. FS$ Dﬂ?e)mu
N.B. Giving credit to the large number of nonconventional Contingency _ CT, =175ms M FSU CT, - 95ms | —foontibgeney
contingency filtering approaches proposed in the technical lit 6™ G4 ®
erature would be hardly po_SS|bIe. The interested reader is kind| Filteringblock  Ranking / Assessment block
referred to surveys or dedicated monographs [6]-[9].
Il. FILTERING-RANKING-ASSESSMENT(FILTRA) APPROACH
The proposed approach is designed so as to meet key r
guirements stated in Section II-A. The resulting general struc
ture is elaborated in Section 1I-B and portrayed in Fig. 1. Its
mechanism is scrutinized and main properties are highlighte
in Section 1I-C.
A. Problem Statement First Swing Stable contingency
Any good contingency filter should meet some key require- i 4 CCT CT
. . . cT n CT, cT
ments, expressed hereafter in terms of conditions. Main terrr nf CT[\-CCT3 ! (;T 2 —
used in the remainder of the paper are also defined. 2
Condition 1: Classification ability A good classifier should n,
be able to screen and rank contingencies on the basis of incre: n,
ingly severe criteria. In the FILTRA approach, the various con-
tingencies are classified into first-swing stable or unstable witt an am n,
respect to a long clearing time, €TThese latter are then clas- Multi-Swing Ha
sified into (multi-swing) harmlessH), potentially dangerous or ulti-Swing Harmless or Dangerous
( 9) $0, p y g Potentially Dangerous contingency conﬁigency

dangerous with respect to a second clearing time,, Gfiorter
than

CT. Further, the dangerous contingencies are ranked ia-Fg- 2. Arealization of the FILTRA technique. Schematic description of the

cording to their degree of severity and assessed. These terms,g{§us contingency classes.
defined below and illustrated in Fig. 1. A contingency is said to

be

larger than the time response of the system protections of con-
Dangerous(D) if its occurrence drives the system outcern. Further, to rank an FSU contingency, the second block
of step; in other words, a contingency whose criticalhooses a second threshold, CSlightly larger than the pro-
clearing time is smaller than the time response of systagttions’ time response: accordingly, it declares an FSU contin-
protections; gency to be D, if it is unstable for this GTotherwise, it ranks it
Potentially DangerougPD) if it is “almost” dangerous, as H or PD depending upon whether it is stable or unstable with
i.e., milder than, but likely to become dangerous undegspect to a third threshold value, £Eee Fig. 2).
slightly modified operating conditions; Condition 2: Accuracy. The unstable contingencies must be
First-Swing UnstablgFSU) [respectivelyStable(FSS)], assessed accurately. This is achieved by using in block 2 detailed
if under given clearing scenario it drives the system tpower system models to rank and assess the first-swing unstable
first-swing instability (respectively stability). contingencies injected to this block.

The severity criterion used in the above definitions is con- Condition 3: Reliability. The contingency filter must be ex-

tinge

ncy clearing time (CT). To classify a contingency as FS8mely reliable, i.e., able to capture all the dangerous contin-

or FSU, the filtering block chooses a first threshold,;Cquite  gencies. Thisis achieved by the combined use of detailed system
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models and fairly large threshold values for ($ee also below,  Potentially Dangerous (PD) or Harmless (H)pnif > 0:
Section II-B). the CCT; value resulting from the linear interpolation of
Condition 4: Efficacy. The contingency filter should have m(< 0) andn:(> 0) decides whether the contingency is
an as low as possible rate of false alarms, i.e., of contingencies unstable for C§ (CCT; < CTs), and hence PD, or stable
suspected to be dangerous while they are not. (CCT3 > CT3 ) and hence H.
Note that the identification of all dangerous contingencies is To summarize, only the dangerous contingencies would ac-
a condition of paramount importance for the very validity of theually threaten the power system, and deserve finer exploration
filter, while false alarms may impact on its computing skills. (see Section 11-C-3). The potentially dangerous contingencies
Condition 5: Computational efficiency The overall proce- might be put in a stand-by list and checked after stabilization of
dure of contingency filtering, ranking and assessment shouldthe dangerous contingencies.
as fast as possible, whatever the application context. This condiRemarks:

tion becomes crucial when it comes to real-time operation. The 1) The reason for using detailed power system modeling in
computing requirements of the FILTRA approach are assessed ' e |ast step of block 1 is twofold: for better accuracy, and
in Section II-C-5. . . for allowing (inter-) extrapolating the resulting margin
Remark: A handy measure for assessing computational per-  \ith that computed for CJ; in block 2.

formances: sTDI. To assess computational performances of the)) many variants of the FILTRA technique may be thought
FILTRA technique, first note that the computing effort required of in order to comply with power system specifics. They
by SIME itself is virtually negligible with respect to any other all differ in the structure of the filtering block (see Ap-
task. (To fix ideas, it corresponds to less than one iteration of pendix B), whereas the second block, which carries the

the power flow program.) Hence, the overall computing effort main properties of the approach, is less liable to changes.
reduces to that for running the time-domain program during

the short periods required by SIME. Therefore, a handy meaps lllustration on a Particular Structure
for comparisons appears to be the corresponding seconds
Time-Domain Integration (sTDI for short). Indeed, this “meaﬁ

the general FILTRA approach proposed in Section II-B is

played in this figure are borrowed from these simulations.

1) Contingency Filtering: According to Fig. 2, 377 contin-
gencies are inputted to block 1. In order to classify them as

Fig. 1 portrays the general two-block structure of thfrst-swing stable or unstable, SIME drives the time-domain pro-
FILTRA technique. The first block is devoted to the ﬁlterin%ram, first in the during_fau|t then in the post_fau't Configura_
task; it may be made up of several successive sub-blocks, Wjthh entering at CT = 175 ms. Further, SIME stops the time-
increasing modeling details and filtering accuracy, as discuss@hain integration as soon as one of the three conditions is met:
in Appendix B. The second block ranks and assesses th@ system extreme machines reach a maximum angular devi-
“interesting” contingencies sent from the first block. ation; the OMIB angle reaches a maximum value; the OMIB

As suggested by Fig. 1, contingency filtering and ranking repgaches its unstable conditions (A.3) of Appendix A.
on margins 4s) computed for two clearing times (CTs), fixed |n the first two cases the contingency is declared to be first-
so as to comply with the conditions of Section II-A. Note thagying stable (FSS) and discarded. In the latter case, the contin-
CCTs, shown in the upper part of block 2, is obtained by lineajency is declared first-swing unstable (FSU) and sent to block
interpolation ofr,, andn. (see Section 1I-C and sketch (Il) of 2 along with its corresponding negative margin, and list of
Fig. 2). Recall also that Giis an intermediate value betweerritical machines, determined according to Appendix A. For ex-
CT, and CT (CTy > CT3 > CT.).2 Margins and CTs are usedample, in the case of Fig. 2, out of the 377 contingencies, 343
as follows. are discarded and 34 are sent to the second block.

First Block: Contingency Filtering:Whatever the internal 2) Contingency RankingFo"owing the genera| pattern of
structure, the last step of this block performs a stability congection 11-B, SIME ranks the FSU contingencies by driving the
putation with detailed power system modeling and contingengne-domain program with GT= 95 ms onwards. The simula-
clearing time CT to classify each contingency as first-swingion is either stopped as soon as the instability conditions (A.3)

B. General Design

stable or unstable and, accordingly, to: in Appendix A are met or pursued on the entire integration pe-

» discard the contingency if it is FSS riod (5, 10 or 15 s, as appropriate), if the simulation is found to

» send the contingency to block 2 along with its (negativéje stablé. In the former case, the contingency is declared to be
marginmny, if it is FSU. dangerous and the corresponding (negative) maygis com-

Second Block: Contingency Ranking and AssessniBinis  puted; in the latter case, the (positive) marginis computed
block uses detailed power system modeling and a threshold GInd interpolated withy; to get CCT and: if CCTs is larger than

to compute a stability margim, and classify a contingency as: 3Note that the reason for performing the time-domain simulation on the entire

» Dangerous (D), ifyz < 0 integration period is to guarantee that the contingency is indeed multi-swing
stable; otherwise, i.e., in case of multi-swing instabilities, the contingency is
2See for example the values used in Fig. 2 dangerous and treated as such.
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CTs, the contingency is harmless and discarded; otherwise, the TABLE |
contingency is potentially dangerous and stored in the “waiting POWER SYSTEMS MAIN CHARACTERISTICS
list.”

3) Refined Ranking of Dgngerous Contingencids: rapk Pmlver erof N:’of :h clhini T:m ];’r
the dangerous contlngent_:les, t_WO param_et_ers obtal_ned system | Buses | lines | Modelling Power of
by-products of the above simulations maypriori be consid- DM | SM MW) cont.
ered: the unstable (negative) margin; the time to instability (i.¢ ~ EpRI 434 2357 14 74 350,749 252
the time for the OMIB to reach instabilityy,,. Hydro- 661 858 94 0 36,682 377

Concerning margins, observe that the approximate CCT ¢ _Québec

tained by extrapolating the negative marging, and. [see

sketch (11) of Fig. 2] would be a good “measure” of contingency ~ at the filtering block to screen FSS contingencies is

severity. However, these two margins (especially margin subsequently used in the second block, together with the

seldom exist for very unstable scenarios like those of dangerous margins. to rank the FSU contingencies; similarly, the

contingencies (see the examples and relating explanations in margins. is subsequently used to assess the severity of

Section I11). Finally, note that the “normalized” margin (margin ~ the D contingencies and, if desired, of the PD contingen-

divided by the OMIB inertia coefficient) would be more suitable cies as well.

than expression (A.1) of Appendix A, since different margins 2) The very stable cases are assessed only approximately,

generally correspond to different critical machines (CMs). But,  thus requiring little CPU time.

again, this margin does not exist always. 3) The more unstable a contingency, and the more detailed
The time to instabilityz,,, seems to be more convenient for and accurate the information provided about it.

ranking contingencies; indeed normally, the more unstable a4) The procedure is extremely reliable, in that it is designed

contingency the faster the system loses synchronism. Observe, SO as to capture all dangerous contingencies; this relia-

however, that only,,’s referring to the same type of instability bility is obtained at the expense of a low rate of false

may be compared. (See a counter-example and its discussion in alarms.

Section I11). Note that Ref. [10] uses also the time to instability, 5) The above properties contribute to make the procedure

though computed in a different way. computationally very efficient and compatible with
4) Assessment of Dangerous Contingenciéghat mainly on-line requiremfents. Besides, .the most time-consuming
characterizes a dangerous contingency is its maggiand cor- steps may easily be parallelized and performed by

responding critical machines (CMs). Knowledge of these two  distributed computing.

pieces of information opens avenues toward control, i.e., stabi-

lization; this may be achieved by assessing how much of the [ll. SIMULATIONS
CMs generation should be reported on noncritical machines/_{n
order to reach the stability-instability border, i.e., to cancel out
n-. Note that control goes beyond the scope of this paper; it TWO power systems are considered: the EPRI test C [5] and

is however shortly treated in Section 11I-D, to show that it is 1€ Hydro-Québec (H-Q) power system. Their main character-
straightforward extension of the above assessment. istics are summarized in Table I. Columns 4 and 5 of the table

5) Computing Requirements of the FILTRA Techniglre: indicate the number of machines with detailed model (DM) and
terms of sTDI's (see Remark of Section II-A), the computiny/ith simplified model (SM) respectively. On both systems, the
times required to classify contingencies into the above foGPntingencies considered areghort-circuits, applied at EHV

Simulation Description

classes are as follows. buses (500 kV for the EPRI system and 735, 345 and 315 kV
for the H-Q system); they are cleared by tripping one or several

FSS: £,(CTy); D: £a(CTy) + ta(CTy); lines. Note that the 252 contmgenqes mgntloned in th_e table_for

PD: ,(CTy) + MIP; H: t,(CT,) + MIP. the EPRI system result from the simulation of 36 contingencies

under 7 different operating conditions.

In the abovet, (CT;) denotes the time to reach the first-swing For both power systems, the FILTRA structure and parame-
stable conditions. Similarly,,(CT.) [respectivelyt,(CT.)] is ters are those displayed in Fig. 2. The number of contingencies
the time to reach the unstable conditions for €TT; (respec- displayed in the figure and the results correspond to the simula-
tively CTs). Finally, M IP denotes the “Maximum Integration tions of the H-Q system. The time-domain program used for the
Period” (e.g., in Section IIl it is taken equal to 5 s for the EPRFPRI system is ETMSP [11], and for the H-Q system is ST-600

System and 10 s for the Hydro_QuébeC System)_ [12] These programs are COUpIed with SIME for the needs of
Note that the refined ranking proposed in Section I1-C-3 dodde FILTRA technique, and also as reference for accuracy com-
not require any additional computing time. parisons. Note that in order to comply with operational uses, the
6) Main Properties of the FILTRA Approach:et us sum- maximum integration period for a stable simulation was fixed at
marize the properties uncovered so far. 5 s for the EPRI system and 10 s for the H-Q system.

1) The approach appears to be truly “unified” and straight- .
forward. Indeed, it uses the same SIME prografi- Simulation Results
throughout. Further, the resulting pieces of information 1) Filtering Block: For the EPRI system, out of the initial
are generally used twice: thus, the margin computed list of 252 contingencies, 172 have been found FSS and
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TABLE I 3) Comments:
RANKING AND ASSESSMENT OFDANGEROUSCONTINGENCIES . . .
1) Concerning contingency ranking, observe that use of mar-

i 3 3 y) 3 61 7 gins is not convenient; in particular, because most of the
Cont. e N; Pe () tur r| cCT dangerous conti_ngencies do not have margin fog &T
Nr | (rad/s) c?ws MW) (ms) (ms) 95 ms, anda fortiori for CT; = 175 ms.
EPRI test system On the contrary, time to instability seems to be a
1 * 6 4,832 (485)395 |1 0 convenient contingency severity indicator: the ranking of
30| -1.20 28 | 20,008 | (550)1010 |2} O column 6 of Table Il coincides with that relying on the
1 -081 37 126938 | (365)1325 | 3| 66 reference CCTs of last column, except for contingency
10 -0.70 39 27,714 | (390)1395 |4 70 Nr 243
Hydro-Québec system T . L
33 * ); Qu5572 (258320 [1] 0 2) The distribution of contingencies into FSS, H, PD and
39 * 5 5572 (258)322 (2| 0 D is much more realistic for the H-Q than for the EPRI
1405 * 5 5572 (284)364 | 3 0 system, where the 252 contingencies under consideration
14}2 5*41 g gg;g ggg 38‘; ‘; 4?8 seem to result from a pre-selection having discarded most
243 | -0.85 2 293 | G24y971* | 6| 67 of the sttable contlnger_lmes. _ _
371 473 5 5572 (260)414 | 7| 80 4) lllustrating the Behavior of Various Types of Contin-
636 | -1.74 1 42 (258)921 8| 92 gencies: Appendix A uses three different representations to

describe contingency behavior, namely: multimachine swing

discarded. The remaining 80 FSU contingencies have been@grves, OMIB swing curves and OMIB>-$ curves. More
lected and sent to the second block for ranking and assessmprécisely, Fig. 1(a) deals with a harmless contingency (con-

For the H-Q system, out of the initial list of 377 contingentingency Nr 3 of EPRI test system C), simulated under two
cies, 343 were found to be FSS and 34 FSU. clearing times: CT = 175 ms (for which the contingency is

2) Ranking and Assessment Blodkor the EPRI system:the FSU,n; < 0) and CL = 95 ms (the contingency is stable,
80 FSU contingencies are decomposed into 31 H, 25 PD afd > 0 ). We mention that interpolation of these two margins
24 D contingencies. For the H-Q system: the 34 FSU continggsrovides an approximate CCT of 153 ms, while SIME and
cies are decomposed into 13 H, 13 PD and 8 D contingencieETMSP programs furnish 161 and 156 ms respectively. Hence,

The dangerous contingencies are further ranked, accordthg contingency is classified as harmless (GGI 153 ms >
to Section 1I-C-3. The obtained results are gathered in Table @T; = 133 ms). Note that a potentially dangerous contingency

where: exhibits similar behavior and representations (by definition it
—  column 2 gives the margim, computed for CT= is unstable for CT and stable for CT but, in this case, CGJI
95 ms. An asterisk indicates that there is no margin<, CTy).

this happens when the, curve does not intersect the On the other hand, Fig. 4 is relative to the dangerous con-
P, curve, i.e., wheP, erains always negative inthetinggncy Nr. _10_of EPRI test system C. We mention that this
P—§ representation of Fig. 3(a): there is no equilibriunfontingency is first-swing unstable for ¢ 95 ms (loss of

solution in the post-fault system. Obviously such Casé,gnchronism at, = 1.325 s). To illustrate multiswing insta-
are very unstable; bilities, a shorter clearing time (20 ms instead of 95 ms) and

— column 3 specifies the number of critical machines: larger maximum integration period (15 s instead of 5 s) were

— column 4 lists the total power generated by these cmMeonsidered. The system is multiswing unstable for this new CT
This information is quite useful, though not crucial; — 20 MS losing synchronism & = 13.7 s. Observe that the

—  column 5 gives the time to instability, defined inOMIB swing curve allows a clearer description of the multi-
Section 1I-C-3: the first, between brackets, refers t9"Vind Phenomena than the multimachine swing curves.

the first simulation, using CT= 175 ms; the second
to the second simulation, using €= 95 ms. Note C. Performances

that all the dangerous contingencies are first-swing 1y Rejiapility: Simulations not reported here show that all
unstable, apart from contingency Nr 243 of the H-Qqqtingencies discarded by the filtering block are indeed stable,
system which loses synchronism after a back-swing,q that all dangerous contingencies have properly been cap-
excursion; _ o ) tured. Note also that the CCTs obtained with the time-domain

—  column6ranks the contingencies inincreasing order gf,qrams run alone are found in perfect agreement with the
tu2 (apart from contingency 243, which has a different =T< of the full SIME [13].

mode of instability). , 2) Computational Efficiency:The only needlessly lengthy
—  column 7 provides the reference CCTs furnished by the, o tation is the one concerning the harmless contingencies :
full SIME, i.e., the SIME program run with decreasing, 3 ot of the 377 for the H-Q system, and 13 out of the 252 for
c;lea_rmg t|m_es, the_last simulation being run on the €Hhe EPRI system. This is worth for guaranteeing full reliability.
tire integration period. 3) Ranking Ability of the FILTRA Procedurezery good, ac-
Finally, we mention that for the EPRI system only the 4 dartording to the comparison of columns 6 and 7 of Table II.
gerous contingencies corresponding to operating point Nr 6 [5],4) Computing PerformancesThe computing times re-
[11] are displayed, the others exhibiting quite similar behavioguired by the FILTRA simulations on the H-Q system are
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Fig. 3. lllustration of SIME and FILTRA on the harmless contingency Nr 3 of EPRI test system C. 38 CMga&Gd = 156 ms; CCTymqe = 161 ms;

CCTeiLrra = 153 ms.
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Fig. 4. Multimachine swing curves, OMIB swing curve and OMIB Pepresentation on a multiswing unstable simulation of contingency Nr. 10 of EPRI test
system C with CT= 20 ms. 39 CMs. Using a maximum integration period of 15 s. €6Jsp = CCTsie = 0 ms.

assessed in terms of sTDI. According to the considerationsth& computing time is spent to explore existence of multi-swing

Section 1I-C-5, this yields the following global values.

FSS: tr(CTy) =141.6

D: tu(CTy) + tu(CTy) =2.3+4.1 =64

PD: tu(CT,) + MIP =5.5+ 130 = 135.5

H: tu(CT;) + MIP = 5.9+ 130 =135.9
Total time: 419.4 sTDL

This total may be decomposed into the time required by:

« the first block, which amounts to 155.3 sTDI,
 the second block, which amounts to 264.1 sTDI.

phenomena. This computation might be avoided if such phe-
nomena are not of concern (for example, if the system operator
knows by experience that they don’t exist).

In this latter case, i.e., if multi-swing phenomena are not
sought, the time for computing the D, PD and the H contingen-
cies reduces to about 30.5 sTDI, and the total computing effort
from 419.4to 172.0 sTDI. They correspond to mean computing
times of, respectively, 1.1 and 0.5 sTDI per contingency.

D. Assessment and Control of Dangerous Contingencies

Of the above 264.1 sTDI, 260 sTDI are spent to run 26 stableThe issue of control goes beyond the objective of this paper.
simulations on the entire integration period (10 sTDI per coti-is however interesting to shortly illustrate how the assessment
tingency), while the dangerous contingencies require only a f@fidangerous contingencies provided by the FILTRA procedure
percentage (about 1.5%). In other words, apart from the cont{at the output of the second block of Fig. 2) may be used to
gency filtering of the first block, which is unavoidable, most o§tabilize them readily and automatically.
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TABLE Il A first iteration is run usingAPc = — (5572 — 5572/1.1) =
STABILIZING DANGEROUSCONTINGENCIES —507 MW. This APc decrease is distributed among CMs, and
an increase of the same amount is distributed among noncritical
l 1 2 N3 - P4‘ Ai P6f t7 machines. A load flow is then run, followed by a transient sta-
ter. n ro a N ¢ y bility simulation using SIME. The results are shown in the table:
2 (ms) y 9 : ) ) :
Nr (rad/sy | CMs | MW) | (MW) | (MW) the procedure converges after three iterations; the power of the
EPRI test system . e e
Cont 1 group of CMs guaranteeing stabilization is finally found to be of
0 [ <1255 6 2831 | 441 | 4392 | 395 4791 MW (in bold in the table); in other words, stabilizing this
1 210.30* 7 5162 | Extr. | 3448 460 case implies a decrease of 14% of the critical machines’ gener-
2 -1.74* 7 3448 | Extr. | 2826 745 ation power.
3 -2.83 7 2826 | -254 | 2572 | 1040 The same procedure yields the power limits for the other cases
4 -0.90 7 2572 | Extr. | 2454 | 1320  inTable lll, as well. Observe that, generally, cases which involve
5 0.37 7 2454 | Inter. | 2489 | 5000  changes of CMs during the procedure and/or very unstable be-
Cont. 30 havior (without initial margin) require a larger number of simu-
0 -1.20 28 20008 | -583 19425 | 1010 . - . - .
| 031 T 9175 1 268 | 8907 | 1625 Iatlops, nevertheless, this number remains reasonably small (see
) 0.0 39 | 26880 | — 3025 contingency Nr 1 of the EPRI system which accumulates the two
Hydro-Québec system “difficulties”). _
Cont. 13 Many other interesting aspects of the table would deserve fur-
0 2.01* 5 5572 -507 5065 364 ther discussion, but are skipped for space reasons.
1 -4.53 5 5065 -148 4917 470
2 -2.12 5 4917 Extr. 4787 670
3 0.07 5 4787 Inter. 4791 | 10000 IV. CONCLUSION
Cont. 37
0 -4.73 3 3572 | -163 | 5409 | 414 This paper has proposed a general approach to contingency
1 -1.97 3 3409 | Extr. | 5292 356 filtering, ranking and assessment (FILTRA) in transient stabilit
2 Ll 5 | 5292 | Inter. | 5334 | 2000 9. 9 y

studies. It is made up of two blocks, one for screening contin-
) o ) encies, the other for ranking and assessing the “potentially in-

Thl_s stabilization reheg on the knowledge of the_unstab resting” ones. Both blocks rely on SIME, a hybrid transient
marginy, and corresponding CMs, and consists of acting on thg, ity method, which achieves fast computation of stability
power system generation so as to cancel out this margin. In t%rgins and identification of critical machines.

the equal-area criterion (see in Fig. 3) suggests that this may-qncentyally, the approach is unified, accurate, flexible and
be achieved by adjusting the mechanical power of the OMIB, e 5| unified, since it uses the same transient stability
or, equivalently, of the critical mach!nes, Pc; further, in order tﬁackage throughout and takes multiple advantages of each
meet the load, the power decrease in CMs must be compensaigd ited margin: accurate, since its design achieves a faithful
by an (almost) equal increase in noncritical machines. assessment of the time-domain program; flexible, since it may
To assess the amount of Pc decrease necessary to stabijgedle any power system modeling, contingency scenario
an unstable scenario, a compensation scheme was proposgchi! mode of (in)stability; powerful, since it is able to devise
Refs. [14], [15]. In this paragraph, a more pragmatic procedUggicient filtering, ranking, assessment and control tools.
is used; it consists of decreasing Pc by a factor of 1.03 or 1.1,7rom this general two-block structure a particular FILTRA
depending upon whether an initial margin exists or not. Table 'ﬂéchnique has then been considered, complying with the
summarizes the results obtained with four dangerous continggBéciﬁCS of two power systems, and scrutinized on these
cies, two for each power system (one with, the other withoWstems. Thus, over 600 contingencies have been screened:;
margin). Column 2 of the table provides the margin values; y} them, about 82% were readily discarded by the filtering
their absence, the asterisk indicates that, instead, the “minimgmck, while the others were classified into harmless (7%),
distance” between the,,, andP. curves is given (in MW). In  hqtentially dangerous (6%), and dangerous (5%). These latter
column 4, Pci stands for initial power of the CMs, i.e., the powglntingencies were further ranked in terms of severity and
for which the stability margin of column 2 was computed at thgssessed in terms of their margin and critical machines. Finally,
iteration of concern; in column Z\Pc stands for the suggestedhe control possibilities of the SIME method were tested on a
change in Pci. In column 6, Pcf stands for the final value of Pggmple of dangerous contingencies, using an automatic iterative
this is used as the initial Pc value for the next iteration (providegocedure. Throughout, the power systems were simulated with
that the critical group does not change from one iteration to th@tajled modeling. The technique was found to be reliable (i.e.,
other). to capture without exception all dangerous contingencies), and
The stabilization procedure starts (iteration Nr 0) with th& combine accuracy with efficiency. Indeed, it achieves com-
output data of the second block of the FILTRA technique reyuting performances compatible with real-time requirements,
ported in Table I1x (or “minimum distance”), number of CMs, while using detailed power system modeling.
and Pc. The paper finishes up with an opening to power system con-
Let us comment on the case Nr 13 of the H-Q system, whdrel and, in Appendices A and B, with suggestions for more so-
the group of CMs is the same for all successive simulatiornshisticated designs of the filtering block.
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APPENDIX A
A GLANCE AT SIME

A. Foundations

The multi-machine power system parameters provided
by a time-domain program are transformed into those of a
one-machine infinite bus (OMIB) system, and refreshed at each
time step of the program. Further, at each time step, the stability
of the OMIB is explored by the Equal Area Criterion (EAC);
the procedure is stopped as soon as the (in)stability conditions
of the EAC are reached (see below).

clearance, SIME drives a time-domain program so as to

accomplish the following tasks: identify the critical and non

critical machines and aggregate them into two groups; replace
these groups by successively a two-machine, then an OMIB

IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 16, NO. 3, AUGUST 2001

analytical expressions for unstable and stable margins are
derived [1], [2]:

u

1
T = —§Mw2 (A.2)

Ou
Mot = / | P,| db. (A.2)
[

r

\ \ ) ) ~In these expressions,
More precisely, after a contingency inception and its

the accelerating powé?, is the differencd®, = P, —

Pe;

subscript %" (for unstable) refers to the anglg,,

speedw,, and timet, when the OMIB instability
conditions are met:

equivalent system; assess transient stability of this OMIB,
using the EAC [1], [2]. The various steps of the method are
briefly described below and illustrated in figures corresponding
to real stability cases. For more details about SIME, see [16]. __

P, =0;P, > 0; (A.3)

subscript t” (for return) refers to the anglg and time
t, whereé starts decreasing and vanishes (OMIB
B. Identification of the Critical Machines (CMs) stability conditions):
By definition, the critical machines are those which cause
the system loss of synchronism. To identify them, SIME drives
the time domain (T-D) transient stability program first in the
during-fault, then in the post-fault configuration. And, as soon Fig. 3 illustrates the EAC in an unstable and a stable cases.
as the system enters the post-fault phase, SIME starts considRemarks:
ering a few candidate decomposition patterns, until one of them1) The above descriptions show that the computing effort
reaches the instability conditions (A.3) defined below. necessary to get an unstable margity,isTDI; similarly,
More precisely, at each time step of the post fault simulation, ¢, sSTDI is the computing effort for getting a first-swing
SIME sorts the machines according to their rotor angles, identi-  stable margin.
fies the very first largest rotor angular deviations (“distances”) 2) A two-margin linear extra- (inter-)polation provides an
between adjacent machines, and considers as candidate CMs approximate value of a contingency critical clearing time
those which are above each one of the (say, 5) largest distances. (CCT). Such procedures have been sketched in (l1), (Ill)
The procedure is carried out until a candidate group of CMsand  of Fig. 2 and used in Section IIl.
corresponding OMIB reaches the unstable conditions (A.3). It
is then declared to be the critical OMIB of concern or simply
the OMIB#

w=0;P, <0. (A.4)

APPENDIX B
DESIGNING ELEMENTARY FILTERS

The ultimate objective of the filtering block of Fig. 1 is to
realize a good compromise between reliability (ability to cap-
The OMIB parameters, w, M, Py, P are computed from ture all the dangerous contingencies), efficacy (as low as pos-
the corresponding individual machines parameters, using #lBle rate of false alarms) and computational efficiency. Note
concept of partial center of angle [1], [2] [see in Fig. 3 théhat accuracy is not the main concern at this stage. Hence, many
OMIB trajectory plotted from the multi-machine trajectoriesipproximate filtering schemes may be thought of, as described
(swing curves)]. On the other hand, the EAC states that the|ow.
stability margin is the excess of the decelerating area over thea first question of concern is whether and to which extent
accelerating area [see Fig. 3(a)]. Accordingly, the followingower system simplified modeling (SM) could be exploited. Ac-
tually, this raises the twofold question: i) is the SM at all usable?
ii) if yes, does SM give a reasonable account of system behavior,
“Note that the above criterion for identifying the CMs and correspondinige., of the system modeled in its normal (detailed) way? This

OMIB obeys the necessary and sufficient conditions derived from EAC and gxx ; ; .
pressed by (A.3). This unambiguous identification of the CMs is a major ;‘(}s—VOfow question may receive many answers:

vantage of hybrid one-machine equivalent methods over hybrid multi-machine ¢ “no”: the real system modeling is so sophisticated that SM
methods. Besides, the criterion is free from any pragmatic consideration, unlike  jg meaningless;

T-D methods which call upon pragmatic criteria to detect instability. Finally, “ ” . . .
the procedure is computationally very unexpensive: it requires computation of * yes, but: SM does give apicture ofthereal power system
candidate OMIB parameters (which is straightforward) and, in addition, it al- behavior but also introduces distortions (e.g., multi-swing
lows saving number and duration of T-D simulations (condition (A.3) is gener-

ally reached much earlier than instability conditions used in multi-machine T-D 5But exploration of multi-swing instabilities requires examination of the sim-
simulations). ulation on the entire maximum integration period.

C. OMIB Parameters, Stability Margins and By-Products
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phenomena which may disappear with the detailed modro] G. C. Ejebe, C. Jing, J. G. Waight, V. Vittal, G. Pieper, F. Jamshidian,
eling (DM); D. Sobajic, and P. Hirsch, “On-line dynamic security assessment: Tran-
N . . . _— sient energy based screening and monitoring for stability limitsl, 9&7
yes, indeed”: the power system behaves in a similar way IEEE Summer Meeting, Panel Session on “Techniques for Stability Limit
with SM and DM, though its transient stability limits Search”
(power limits or critical clearing times) are genera”y [11] “Extended tran_sient midterm stability_program' version 3.1 user’s
. . manual,” Electric Power Research Institute, Projects 1208-11-12-13,
lower with SM than with DM. Final EPRI report no. EPRI TR-102 004, May 1994.

Obviously, systems belonging to the third class are good carii2] A. Valette, F. Lafrance, S. Lefebvre, and L. Radakovitz, “ST600 pro-

didates for a pre-filter with SM. The “yes, but” category is more

gramme de stabilité: Manuel d'utilization version 701,” Hydro-Québec,
Vice-Président Technologie et IREQ, 1987.

difficult to apprehend and needs off-line tuning of th_e consid{13] D. Ruiz-Vega, D. Emst, C. Machado Ferreira, M. Pavella, P. Hirsch, and
ered power system. For example, one should determine whether D. Sobajic, “A contingency filtering, ranking and assessment technique

multi-swing phenomena may exist.

for on-line transient stability studies,” imternational Conference on
Electric Utility Deregulation and Restructuring, and Power Technolo-

The above Considerations Iead_ to thre_e types of filters, l_J_sing gies DRPT2000London, UK, Apr. 4—7, 2000, pp. 459-464,
three ways to screen contingencies: i) first-swing (in)stability;{14] D. Ruiz-Vega, A. L. Bettiol, D. Emst, L. Wehenkel, and M. Pavella,

ii) approximate CCTs relying on a single-margin; iii) approxi-

“Transient stability-constrained generation rescheduling,” Balk
Power System Dynamics and Control IV—Restructyri&gntorini,

mate CCTs relying on two margins. Greece, Aug. 1998, pp. 105-115.
Filter i) has already been described in Section II-C, Fig. 2[15] A. L. Bettiol, L. Wehenkel, and M. Pavella, “Transient stability-con-

Filter ii) computes contingency CCTs using a compensation

strained maximum allowable transfefZEE Trans. Power Systemsl.
14, no. 2, pp. 654-659, May 1999.

scheme proposed in [14] and exploited in [15]. Filter i) may be[16] m. Pavella, D. Emst, and D. Ruiz-Veg@ransient Stability of Power
designed so as to detect multi-swing phenomena; in this case, to  Systems: a Unified Approach to Assessment and Colrttalver Aca-

save CPU, itis advised to use it only when simplified modeling

demic Publishers, Sept. 2000.

is practicable (e.g., see [1], [16]).
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