Abstract—In this paper we propose an algorithm for addressing the medium term hydrothermal coordination problem faced by a generation company when operating in an electricity market. This problem is formulated and solved as a stochastic Linear Mixed Complementarity Problem. In order to deal with realistic problems, we propose the use of Bender’s decomposition technique. A numerical example in the context of the Spanish electricity market illustrates the potential of the algorithm we propose.

Index Terms—Market equilibrium, complementarity problem, stochastic programming, Benders decomposition.

I. INTRODUCTION

POWER generation companies willing to sell the electricity produced by their units in a wholesale market are required either to submit offers with trading horizons ranging from a few hours to several months, or to sign long-term bilateral contracts with wholesale purchasers (e.g. load serving entities).

In this context, generation companies face a much higher degree of risk exposure due to the uncertain behaviour of their competitors and to the threat of new entry. The urgent need to answer these and other related questions has triggered an unprecedented research effort to develop conceptual models devoted to the analysis of competition in wholesale electricity markets. Differences between models can be identified in a variety of attributes, such as the hypotheses formulated by the modeller/analyst about the agents’ behaviour, the specific purpose of the ongoing analysis, the characteristics of the underlying power system, the detail with which the elements of the power system are represented, the organization of the corresponding wholesale electricity market or the technique used to obtain numerical results (see [1] and [2] for extensive reviews).

Equilibrium models have been extensively applied to the case of the power industry during the last few years in order to predict its evolution under the new regulatory framework. In particular, they have been used to explore possible market outcomes that may result under an industrial structure with a limited number of relevant agents (oligopoly). The wide range of applications that have been proposed confirms the interest of this approach.

In an equilibrium model, a problem is formulated in which each agent is assumed to choose his best strategy based on certain conjectures about the behaviour of the relevant rest of the world. In practice, the possibility of obtaining numerical results for large study cases reinforces the validity of a modelling approach.

Static equilibrium models have been profusely used under the assumption that agents decide their strategies simultaneously and are not able to react to their rivals’ decisions. Proposals have ranged from the basic Cournot model (in which agents’ strategies are represented in terms of quantities and the equilibrium price is given by the inverse demand function) to more refined versions that include increasingly complex representations of the players’ strategies such as supply function equilibrium (SFE) models.

Cournot’s oligopoly model has proven to be useful for a diversity of purposes. In particular, it has frequently been used to support market power studies. [3] Some of these market power analyses incorporate simple Cournot models merely to illustrate researchers’ assertions. [4] Other authors [5] rely on the Cournot model to obtain a numerical evaluation of the potential for market power in a certain electricity industry.

Currently, equilibrium models based on Cournot’s conjecture are usually formulated as complementarity problems (CP, [6, 7]) or, alternatively, as a system of variational inequalities, VI, [8, 9]. In this manner, modellers benefit from the existence of powerful commercial solvers capable of solving large-scale CPs [10] and from the fact that modelling algebraic languages such as GAMS have been specially adapted to this special kind of problems [11]. Both approaches, CP and VI, have been successfully applied to perform market power analysis in which the transmission network plays a central role [4, 12].

From a different perspective, researchers willing to assess the hydrothermal coordination problem of a generation company operating in a wholesale electricity market have also frequently adopted the Cournot framework under a deterministic perspective, [13-15].

However, a number of drawbacks seem to question the applicability of Cournot model. Firstly, it relies on the demand function to determine equilibrium prices, given that generators’ strategies are expressed in terms of quantities and not in the form of offer curves. This seems to deviate from the reality of many electricity markets that are based on the offer and bid curves submitted by participants. Secondly, demand in short-term electricity markets is characterized by its inelasticity, which leads to extremely high prices in the Cournot framework. Additionally, Cournot model assumes that each participant knows the decisions taken by his rivals and the shape of the demand function. Some authors also highlight that Cournot is a static model in which players assume that their rivals will not react to their decisions, thus disregarding the fact that
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electricity markets are based on the repetitive interaction of participants through a variety of market mechanisms.

In an effort to overcome the limitations of Cournot model and at the same time profit from its good properties, some authors have applied an extension of this model in which each agent expresses its strategy in the form of a quantity but conjectures the strategy followed by each of its rivals in terms of a supply function [16]. Under this representation, the sensitivity of the price with respect to the quantity decided by a certain agent is lower than in the standard Cournot model, given that it depends not only on the slope of the inverse residual demand function, but also on the slope of the supply function conjectured for the rest of agents. As a consequence, lower prices typically result. Moreover, the conjectured slopes of such a model can be adjusted to yield prices similar to those observed in reality [17]. We adopt this particular approach in this paper too.

Commercial software specifically devoted to the solution of CPs presents limitations with respect to the size of the problems that can be solved. Due to this some authors have suggested resorting to the formulation of the equivalent quadratic optimization problem with the purpose of using more powerful optimization software [18]. However, this impedes modelling certain relevant aspects of the operation of the generation units.

Due to these size limitations, researchers have typically restricted their attention to the analysis of deterministic situations (see [19] for an exception). In this paper, in contrast, we address the problem of computing the equilibrium of an electricity marketplace under uncertainty and assuming a non-anticipative decision process. In order to cope with the problem sizes that might arise in this context we develop a Benders decomposition algorithm. The master problem comprises the market equilibrium optimality conditions and approximates the operation costs and constraints of each generation company by means of the demand function, which expresses the total quantity purchased at each price. We assume the demand function to be a linear function.

The supply side is constituted by (risk-neutral) suppliers with different production technologies and cost structures that compete to sell the product. We assume that each supplier expresses its strategy in terms of a quantity, \( q_e \). We also assume rational behaviour in the sense that each supplier has the objective of maximizing its (expected) profit \( z_e(q_e) \):

\[
\max_{q_e} z_e(q_e) = pq_e - c_e(q_e)
\]  

where \( c_e(q_e) \) is the cost function of supplier \( e \). This cost depends on the production facilities that the supplier uses to provide the quantity \( q_e \). We assume that agent \( e \) makes internal decisions, \( y_e \), in order to supply the amount \( q_e \) at the lowest possible cost:

\[
\min_{y_e} c_e(q_e) = d_e y_e
\]

where \( d_e \) is the vector of unitary costs associated with the internal decisions made by agent \( e \), assuming that the costs of these decisions can be expressed as linear functions. The equations in (2) represent, in an aggregated manner, the subproblem constraints, such as minimum and maximum power output, dynamics of hydro units reservoirs, etc. We use conformable dimensioned matrices \( T_e, W_e \) and \( h_e \) to maintain the traditional notation of two-stage models, due to the decomposition approach that will be later proposed. Notice that some of these constraints link internal decisions \( y_e \) with the total amount sold, \( q_e \).

Under these assumptions the maximization problem (1) may be equivalently formulated as follows:

II. BENDERS DECOMPOSITION OF AN ELECTRICITY MARKET EQUILIBRIUM MODEL

In this section we describe the equilibrium problem that we intend to solve and present the decomposition algorithm developed for that purpose. Although in the numerical example we will consider uncertainty with respect to certain production factors (e.g. fuel costs, resource availability, etc.) in this section we omit all reference to uncertainty. The reason is that the explicit consideration of uncertainty in the formulation of the problem adds little to the main contribution of this paper (the decomposition of the market equilibrium problem into a pure equilibrium problem and a number of operation subproblems). Indeed, when we introduce uncertainty in our decomposition framework, the algorithm we propose remains unchanged and the only modification is that each of these problems has to be formulated as the corresponding deterministic equivalent problem. Nevertheless, we include some observations that are relevant when uncertainty is considered.

A. The Equilibrium Model

We consider a wholesale market in which the supply side is represented in detail whereas the demand side is modelled in an aggregate manner by means of the demand function, \( q = D(p) \), which expresses the total quantity \( q \) that is purchased at each price \( p \). We assume the demand function to be a linear function.

The supply side is constituted by \( E \) (risk-neutral) suppliers with different production technologies and cost structures that compete to sell the product. We assume that each supplier \( e \) expresses its strategy in terms of a quantity, \( q_e \). We also assume rational behaviour in the sense that each supplier has the objective of maximizing its (expected) profit \( z_e(q_e) \):

\[
\max_{q_e} z_e(q_e) = pq_e - c_e(q_e)
\]  

where \( c_e(q_e) \) is the cost function of supplier \( e \). This cost depends on the production facilities that the supplier uses to provide the quantity \( q_e \). We assume that agent \( e \) makes internal decisions, \( y_e \), in order to supply the amount \( q_e \) at the lowest possible cost:

\[
\min_{y_e} c_e(q_e) = d_e y_e
\]

where \( d_e \) is the vector of unitary costs associated with the internal decisions made by agent \( e \), assuming that the costs of these decisions can be expressed as linear functions. The equations in (2) represent, in an aggregated manner, the subproblem constraints, such as minimum and maximum power output, dynamics of hydro units reservoirs, etc. We use conformable dimensioned matrices \( T_e, W_e \) and \( h_e \) to maintain the traditional notation of two-stage models, due to the decomposition approach that will be later proposed. Notice that some of these constraints link internal decisions \( y_e \) with the total amount sold, \( q_e \).

Under these assumptions the maximization problem (1) may be equivalently formulated as follows:
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\[
\max_{q_e} \ z_e(q_e) = p q_e - d_e y_e \\
T_e q_e + W_e y_e = h_e \\
y_e \in Y_e
\] (3)

The concept of equilibrium arises from the simultaneous consideration of the maximization problem of every supplier and the inverse residual demand function, \( p = D^{-1}(q) = D^{-1}(\sum q_e) \), which establishes a link between the decisions made by all the suppliers (Fig. 1).

In order to compute a numerical solution for this problem we must formulate the first-order optimality conditions for each agent. These optimality conditions, together with the inverse residual demand function constitute a linear mixed complementarity problem that, in principle, can be solved using a commercial solver. [10]

However, in practice, commercial solvers such as PATH present limitations when addressing the resolution of large-scale problems such as the deterministic equivalent problem that arises from the formulation of a stochastic model. A natural approach then consists of adapting decomposition strategies to the previously described situation. In particular, this paper proposes the use of the Benders decomposition technique in order to replace the cost function of problem (1) by a collection of cuts that outer approximates it.

B. Benders Decomposition of the Equilibrium Model

According to the theory of linear programming duality, problem (2) can be equivalently reformulated as follows:

\[
c_e(q_e) = \max_{\pi_e} \pi_e (h_e - T_e q_e)
\]

where \( \pi_e \) is the corresponding vector of dual variables. Exploiting the fact that the optimal solution of problem (4) lies in a vertex of the feasible region, a simple enumeration of the collection of possibilities will give the optimal solution.

In order to compute a numerical solution for this problem we must formulate the first-order optimality conditions for each agent. These optimality conditions, together with the inverse residual demand function constitute a linear mixed complementarity problem that, in principle, can be solved using a commercial solver. [10]

However, in practice, commercial solvers such as PATH present limitations when addressing the resolution of large-scale problems such as the deterministic equivalent problem that arises from the formulation of a stochastic model. A natural approach then consists of adapting decomposition strategies to the previously described situation. In particular, this paper proposes the use of the Benders decomposition technique in order to replace the cost function of problem (1) by a collection of cuts that outer approximates it.

After some algebra we obtain an alternative formulation for this constraint that is more adequate for further developments of the method:
\[
\theta_e \geq \pi^j_e \left( h_e - T_e q_e \right)
\] (7)

C. Expressions for the Optimality and Feasibility Cuts

Let us assume that in the \( j \)-th iteration of the algorithm the master equilibrium problem has suggested a production level \( q^j_e \) for agent \( e \). Agent \( e \) then solves the cost minimization subproblem (4) and obtains as optimal dual solution \( \pi^j_e \). This dual solution is then used to build an optimality cut that improves the outer approximation of agent \( e \)'s cost function in the master problem. This optimality cut is given by:

\[
\theta_e \geq \pi^j_e \left( h_e - T_e q_e \right) \\
= \pi^j_e \left( h_e - T_e q_e - T_e q^j_e + T_e q^j_e \right) \\
= \pi^j_e \left( h_e - T_e q^j_e \right) - \pi^j_e \left( T_e q_e - T_e q^j_e \right) \\
= \theta^j_e - \pi^j_e \left( T_e q_e - T_e q^j_e \right)
\] (8)

where \( \theta^j_e \) is the value of the objective function obtained for problem (4) given the production suggested by the master problem, \( q^j_e \).

Assume now that a certain production decision suggested by the master problem, \( q^j_e \), renders the subproblem (5) infeasible. In this case, the dual variables obtained after applying phase 1 of the Simplex algorithm to the subproblem, \( \pi^j_e \), are useful to generate a feasibility cut. This is a constraint that eliminates the last proposed solution (the infeasible one) while maintaining the collection of optimal solutions [20]. Such a feasibility cut takes the following form:

\[
0 \geq \theta^j_e - \pi^j_e \left( T_e q_e - T_e q^j_e \right)
\] (9)

where \( \theta^j_e \) denotes the sum of infeasibilities of the subproblem once the Phase I of the simplex algorithm has finished.

The optimality and feasibility cuts derived in this section are used to approximate the recourse function (production cost function and constraints) of each agent in the master problem.
equilibrium problem. In this manner the computational requirements of the equilibrium problem are alleviated and the market equilibrium representation can be enriched through, for example, the introduction of uncertainty.

D. Optimality Conditions for the Master Problem

After a number of iterations of the algorithm a partial approximation of each agent’s recourse function is available in the form of $I_e$ feasibility cuts and $J_e$ optimality cuts:

$$\max_{q_e} z(q_e) = pq_e - \theta_e$$

(10)

$$0 \geq \theta_e^i + \pi_e^T T_e(q_e^i - q_e) \quad i : 1, ..., I_e$$

$$\theta_e \geq \theta_e^j + \pi_e^T T_e(q_e^j - q_e) \quad j : 1, ..., J_e$$

It is interesting now to formulate the optimality conditions of such a maximization problem. The Lagrangian function has the following form:

$$L_e(q_e, \theta_e, \lambda_e, \mu_e) = pq_e - \theta_e + \sum_{i \in I_e} \lambda_e^i \left[ \theta_e^i + \pi_e^T T_e(q_e^i - q_e) \right]$$

(11)

$$+ \sum_{j \in J_e} \mu_e^j \left[ \theta_e^j + \pi_e^T T_e(q_e^j - q_e) - \theta_e \right]$$

where $\lambda_e^i$ is the vector of Lagrange multipliers corresponding to feasibility cuts and $\mu_e^j$ is the vector of Lagrange multipliers corresponding to optimality cuts.

Deriving the Lagrangian function with respect to decision variables we obtain the following optimality conditions:

$$\frac{\partial L_e}{\partial q_e} = \bar{p} - \sum_{i \in I_e} \lambda_e^i \pi_e^T T_e - \sum_{j \in J_e} \mu_e^j \pi_e^T T_e = 0$$

(12)

$$\frac{\partial L_e}{\partial \theta_e} = -1 - \sum_{j \in J_e} \mu_e^j = 0$$

(13)

These optimality conditions are completed with the optimality and feasibility cuts as well as with the complementarity slackness requirements:

$$\theta_e^i + \pi_e^T T_e(q_e^i - q_e) \leq 0 \quad i : 1, ..., I_e$$

(14)

$$\theta_e^j + \pi_e^T T_e(q_e^j - q_e) - \theta_e \leq 0 \quad j : 1, ..., J_e$$

$$\left[ \theta_e^i + \pi_e^T T_e(q_e^i - q_e) \right] \perp \lambda_e^i \quad i : 1, ..., I_e$$

$$\left[ \theta_e^j + \pi_e^T T_e(q_e^j - q_e) - \theta_e \right] \perp \mu_e^j \quad j : 1, ..., J_e$$

(15)

with $\lambda_e^i, \mu_e^j \geq 0$.

The term $\frac{\partial \bar{p}}{\partial q_e}$ of equation (12) expresses the sensitivity of the price to changes in agent $e$’s production. As mentioned before, this term can be adjusted so that the model provides prices that are similar to those observed in reality. Such an approach has received different names, including conjectural variations [16], implicit residual demand [17] and strategic parameter [21].

The collection of optimality conditions for the set of agents, together with the inverse demand function yields a complementarity problem that plays the role of master problem in our decomposition algorithm (Fig. 3).

---

**Fig. 3.** Market equilibrium as a mixed complementarity problem

As can be seen, in each iteration of Benders algorithm the master problem incorporates a new optimality or feasibility cut as well as the corresponding Lagrange multiplier and complementarity slackness condition. If the algorithm requires several hundred iterations to converge, this adds little to the computational requirements of the master equilibrium problem, given that current solvers can cope with problems with several thousand equations.

E. Summary of the algorithm

We now present a summary of the decomposition algorithm that we propose in this paper.

**Step 0** Set tolerance parameter tol. Set $I_e = 0$, $J_e = 0$.

**Step 1** Solve Master problem and propose $q_e$ and $p$.

**Step 2** For each agent $e$

- Solve Subproblem (SP$_e$)
  - If infeasible
    - Get dual values $\pi_e^i$ , infeasibility value $\theta_e^i$ and augment the collection of infeasibility cuts: $I_e = I_e + 1$
  - If feasible
    - Get dual values $\pi_e^i$ , optimal value $\theta_e^i$ and augment the collection of optimality cuts: $J_e = J_e + 1$

**Step 3** Stopping rule
- If any subproblem turns out to be infeasible
  - Go to step 1
- In other case
  - Check the difference between proposals
  - If $\text{diff} < \text{tol}$ stop
  - In other case go to step 1

Algorithm 1: Benders decomposition for the equilibrium problem

F. Algorithm Issues

Decomposition algorithms based on outer approximations such as Benders algorithm or Lagrangian relaxation have the disadvantage of presenting an oscillatory behaviour when converging towards the solution. In Benders algorithm, this oscillatory behaviour is more noticeable when in a number of iterations the subproblem turns out to be infeasible and ends up with a reduction in the speed of convergence. One way of mitigating this oscillatory behaviour is to reduce the number of iterations in which the subproblem is infeasible by using sensitivity analysis after the subproblem resolution. Sensitivity analysis provides the limits for right-hand-side (RHS) variation without changes in the optimal basis. In a Benders-type algorithm, in each iteration the master problem solution modifies the subproblem right-hand-side value. In this context,
sensitivity analysis can be interpreted as the maximum change in the master problem solution such that the Benders optimality cut corresponding to that solution remains unchanged. This leads to the introduction of a tuning parameter that limits the movement of the master solution. Let the subproblem of agent $e$ be formulated as follows:

$$c_e(q_e) = \min_v \, dv_e$$

$$W_e y_e = h_e - T_e q_e$$

and assume that, after problem $(SP_e)$ resolution, the sensitivity analysis of the RHS returns $l_{RHS}$ and $u_{RHS}$ as the limits for RHS variation. The quantities proposed by the master problem can then be constrained based on these limits in the next resolution of the master problem:

$$l_{RHS} - \varepsilon \leq h_e - T_e q_e \leq u_{RHS} + \varepsilon$$

We recommend this approach when a feasible solution for the subproblem is already available. However, according to our experience with this type of problems, Benders algorithm may require a large number of iterations before achieving a feasible solution for all the subproblems. For this reason, a good initial starting point may be extremely helpful. One possibility is to formulate a cost-minimization problem with inelastic demand for the whole set of agents in order to determine the quantities that the subproblems evaluate in the first iteration. In this initial cost-minimization problem we can incorporate all the constraints that limit the production process of all the agents, so that the feasibility of the initial solution is guaranteed. After that, if the sensitivity analysis that we propose is used, the algorithm will smoothly evolve from the cost-minimization solution to the equilibrium solution.

III. NUMERICAL APPLICATION TO THE ELECTRICITY MARKET

This section presents the application of the decomposition algorithm described in the previous section to the computation of the equilibrium of a wholesale electricity market with a medium-term time scope (one year).

The case study corresponds to the Spanish wholesale electricity market during year 2004. We consider a one-year time horizon divided into monthly periods. Additionally, we discretize electric market variables (wholesale electricity prices and agents’ productions) into load levels (on-peak, shoulder and off-peak); so that each month includes six load levels (three for working days and three for non-working days). We assume that six generation companies take part in this electricity market. These companies on the whole own 78 thermal units (including nuclear and fossil-fuel units) and 16 hydro units. We neglect the transmission network.

We introduce uncertainty in fuel costs (coal, oil and natural gas). To do so we generate 1000 scenarios of each random parameter (Fig. 5 to Fig. 7 in light gray) (see [22] for a general exposition on the generation of scenarios for energy prices). Nevertheless, it is important to point out that the scenario generation process has taken into account the correlation between the considered random parameters.
We have clustered these 1000 multivariate scenarios into a multivariate 4-scenario tree (Fig. 4) using Neural-Gas clustering techniques [23]. We have also represented the resulting multivariate scenario tree for each variable in Fig. 5 to Fig. 7 (in black). The scenarios have probabilities 0.251, 0.318, 0.162 and 0.269, respectively.

As already commented, the equilibrium is divided into two well-differentiated problems:

- A stochastic market equilibrium problem that determines the spot price of the electricity as a result of the production of all the generation companies participating in the market. This problem plays the role of master problem and is formulated and solved as an LCP.
- A stochastic hydrothermal coordination problem for each generation company that derives the minimum-cost operation plan to provide the production profile suggested by the master problem subject to operation constraints (e.g., water reservoir management, take-or-pay contracts and operation limits of the generation units). The subproblem returns the marginal cost of the production plan obtained.

We have implemented the stochastic equilibrium model, the cost minimization subproblems and the algorithm in GAMS language. We have solved a real-size problem using commercial optimizers: PATH 4.3 (equilibrium problem) and CPLEX 7.1 (cost-minimization problem).

<table>
<thead>
<tr>
<th>TABLE 1 SIZE OF THE EXAMPLES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variables</td>
</tr>
<tr>
<td>1 scenario</td>
</tr>
<tr>
<td>8934</td>
</tr>
<tr>
<td>8934</td>
</tr>
<tr>
<td>28410</td>
</tr>
</tbody>
</table>

Table 1 presents the size of the considered problems. The two first columns show the size of the 1-scenario and the 4-scenario case studies that we were able to solve in a straightforward manner with PATH. The last two columns show the problem size of the 4-scenario case study, solved as the deterministic equivalent problem by means of Benders’ decomposition.

Fig. 8 and Fig. 9 show the evolution of the spot price of electricity for two different load levels of January during the execution of the algorithm (in light grey). They also show as a reference the values obtained from the direct resolution of the problem with PATH (in black). In this example, the stopping rule for Benders algorithm has been set to a tolerance of 1.E-4. The algorithm requires 88 iterations to reach this tolerance -although we only represent 60 iterations-. Computation time is about 13 minutes in a Pentium IV, 2.80 GHz (512 MB RAM).

Finally, Fig. 12 shows the evolution of the stopping-rule value –in logarithmic scale– during the execution of the algorithm.

In Table 2 we present the execution time and iterations of several problems solved directly with PATH and by means of our Benders decomposition algorithm. As can be seen, as the number of scenarios increases, the computational effort required to solve the problem directly with PATH also
increases. In contrast, our Benders decomposition algorithm provides a solution with a reasonable tolerance in an acceptable execution time.

### IV. CONCLUSION

This paper has presented a natural approach to solve a certain type of large-scale market equilibrium problems by means of Benders decomposition algorithm. This approach exploits the fact that in this type of problems two types of decision levels can be identified: a strategic level in which the agents decide the market share they want to cover and an operational level in which each agent decides how to best cover this market share. This structure suggests resorting to the classical Benders decomposition algorithm for two-stage problems. In the first-stage (master problem) we have an equilibrium problem with an approximate representation of the agents’ production costs and constraints. In the second-stage we have as many subproblems as agents are being considered. Each subproblem represents the cost-minimization decision process that each agent carries out in order to cover the market share he or she has decided in the corresponding strategic decision level.

The proposed algorithm has been successfully applied to a middle-size stochastic problem in the context of a wholesale electricity market with a time scope of one year and six generation companies. Several stochastic deterministic equivalent problems have been formulated and solved with uncertainty in the fuel costs.

For practical purposes, the traditional Benders decomposition algorithm has been enhanced by incorporating into the master problem limits in the movement of primal variables. These limits are obtained at each iteration after the subproblem resolution of each movement of primal variables. These limits are obtained at the classical Benders decomposition algorithm for two-stage problems. In the first-stage (master problem) we have an equilibrium problem with an approximate representation of the agents’ production costs and constraints. In the second-stage we have as many subproblems as agents are being considered. Each subproblem represents the cost-minimization decision process that each agent carries out in order to cover the market share he or she has decided in the corresponding strategic decision level.

The proposed algorithm has been successfully applied to a middle-size stochastic problem in the context of a wholesale electricity market with a time scope of one year and six generation companies. Several stochastic deterministic equivalent problems have been formulated and solved with uncertainty in the fuel costs.

For practical purposes, the traditional Benders decomposition algorithm has been enhanced by incorporating into the master problem limits in the movement of primal variables. These limits are obtained at each iteration after the subproblem resolution of each movement of primal variables. These limits force the primal solutions to smoothly move from a Benders optimality cut to an adjacent one. The combination of this approach with a good initial starting solution (the result of an overall cost minimization problem) leads to an acceptable performance of the method towards the optimal solution. This might be understood as a transition from a centralized cost-minimization solution to an equilibrium solution.

We would like to emphasize that it has not been the goal of this research to improve the resolution time of commercial complementarity problem solvers. However, the results obtained prove that it is worth using a decomposition algorithm when the complementarity problem that has to be solved is large and has an adequate structure. This broadens the field of applications of equilibrium models to a number of situations in which the resulting complementarity problem sizes are not affordable for a commercial solver.
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