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Random tree models have been extensively developed in the field of Machine 
Learning in the recent years. Instances of such methods are for example bagging, 
random subspace, random forests, and extra-trees.  
Random trees can be generated efficiently and the combination of large sets of 
random trees generally leads to accurate models. Under some hypothesis on the 
random distribution of trees, it is possible to characterize analytically the 
approximation produced by an infinite ensemble of trees. These models can also be 
interpreted as Kernel interpolators where the kernel is a mixture of randomized 
piece-wise constant kernels. Different random distribution of the tree models lead to 
different geometrical and statistical properties of the resulting models and kernels. 
 
The subject of this thesis project concerns the theoretical study of the properties of 
various Random Tree Models in order to improve our basic understanding of these 
methods and create new algorithms with pre-specified properties. 
 
Subject areas: machine learning, random processes, statistics, geometry and 
functional analysis 
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